Goliath McKesson Application Module i

End User Experience, Virtual Desktop Infrastructure and EMR/EHR Performance

CHALLENGE:

There are many infrastructure-related deployment and ongoing management issues that can cause an IT
professional difficulty when supporting EHR/EMR applications. The root causes of performance issues are not
easy to determine and, when usability issues arise, the application itself is often blamed. This misdiagnosis can
erode confidence in the application and IT support staff, while slowing the process of determining true root
cause. This makes long term resolution and consistent positive end user experience are difficult to achieve.

SOLUTION:

Goliath Technologies provides a single view into McKesson, Citrix, and the supporting virtual and physical
infrastructure so that the root cause of an issue can accurately be determined and resolution actions can be
focused on the appropriate application delivery element. Goliath’s McKesson Application Module provides out-
of-the-box support for McKesson through purpose-built monitoring rules, alerts, dashboards, and reports. The
data from Goliath’s reports can be included when system administrators open a support task with McKesson to
hasten remediation.

McKesson Application Module
Administrators can be proactive and ensure the availability of key role servers in the McKesson infrastructure
so end users can always execute the necessary transactions.
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REQUEST A DEMO TODAY!
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Performance Trending Dashboards for Proactive Analysis and Planning

Core Paragon Servers

h Configure. H Monitor H View H Report H Log Management ‘

Performance Graphs SNMP Traps Registry XenApp/XenDeskiop Sessions
| View > Performance Graphs Refresh All Intro Help System - Sign Out | Settings | Help
N Paragon - Core Server Performance X H Paragon - Role Server Performance "‘ j
(-2 3 C#x C#x C#x
Paragon - Core - CPU Utilization Paragon - Core - Disk IOPs Paragon - Core - Disk Throughput Paragon - Core - Memory Consumed
100 300 250000 24
0 22
0 =) 200000 20
18
70 200 %
0 150000
5o = 12
100000
4 1
40 100 o
0 8
50000 6
20 50 l
18 0:f 2y T T T T -
0 09/2419:09 09/2422:09 09/2501:09 09/2504:09  09/2507:09 09/2419:09 09/2422:09 09/2501:09 09/2504:09 09/25 07:09 oy
09/2619:09  09/2422:09 09/2501:09 09/2504:09  09/2507:09 web ragonwels * v el m—yrymper —_— . 52419:09 09/2422:09 09/2501:09 09/2504:09  09/2507:09
C#x CRx Cax
Paragon - Core - Network Utilization Paragon - Core - Avg. Disk Queue Length Paragon - Core - CPU Queue Length
0 160
35 140
30 120
25 100
20 80
15 60
10 0
s 20
oy 1 0.5 J 1
2501109 05/25,02:09. 05/25 03:09 05/25 04109 09/25 05109 09/25 06105 09/25.07:09. 09/25 08109 03/25 01109, 09/25 02109 05/2503:09 05/25 04:09. 05/25 05109 09/25 06:09 09/25 07109, 09/25 08109

Isolate and trend key performance metrics and resource utilization on the Core Paragon Servers — nTier,
Database, and Webserver — so administrators can easily identify bottlenecks or trending utilization in CPU,
Memory, Disk IOPs, Disk Throughput, Network, CPU Ready, CPU Queue Length, and Disk Queue Length.
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Isolate and trend key performance metrics and resource utilization on the Paragon Role Servers — LABPROC,
MMPROC, RADPROC, MATPROC, ClosingPC, MRPROC — so administrators can easily identify bottlenecks or
trending utilization in CPU, Memory, Disk IOPs, Disk Throughput, Network, CPU Ready, CPU Queue Length and
Disk Queue Length.
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